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Tunable disorder and localization in the rare-earth nickelates
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We demonstrate that transport in metallic rare-earth nickelates can be engineered by directly tuning the
electronic mean free path. Using irradiation as a tool to induce disorder, we drive this system from a
metallic phase into an Anderson insulator. This proceeds via an intermediate regime which shows a thermal
crossover from insulating to metallic behavior. We argue that this phase falls within the paradigm of weak
localization in three dimensions. We develop a theoretical model for the temperature dependence of resistivity

which shows good agreement with our data. The three-dimensional weak localization picture is supported by
magnetoconductivity, which scales as ~B? up to several tesla. Interestingly, our data indicate that this phase lies
in the Mott-Ioffe-Regel regime with the mean free path approaching the lattice constant. Upon further increasing
disorder, the charge carriers are localized, leading to insulating behavior at all temperatures. Our results show

that irradiation provides a “clean” tuning knob for the mean free path, without altering other system parameters.
This suggests promising directions for studies of Anderson localization.
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I. INTRODUCTION

A central question in condensed matter physics is the
distinction between insulators and metals. In this context, An-
derson localization [1-3] and its precursor, weak localization
[4,5], are key paradigms that explain how a disordered poten-
tial can suppress transport via quantum interference. This is
particularly interesting in three spatial dimensions wherein a
threshold disorder strength is required to localize electrons.
Direct simulations of three-dimensional (3D) Anderson local-
ization have been achieved in areas as diverse as light [6],
sound [7], and ultracold atomic gases [8,9]. Signatures of
localization have also been seen in solid-state systems, mainly
in doped semiconductors [10-13].

In this article, we study localization in rare-earth nickelates
by controllably tuning disorder. This family of materials [14]
hosts complex phenomena such as non-Fermi-liquid character
[15], charge fluctuations [16], and magnetic correlations [17].
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Recent studies have shown that nickelate films also host
metal-insulator transitions as the film width is tuned [18-20].
We demonstrate a similar transition that is directly driven by
disorder, rather than dimensionality.

A key quantity that determines transport in a metal is the
mean free path, the average distance traveled by electrons
between successive collisions. The collisions themselves can
be elastic (between electrons and crystal defects) or inelastic
(electron-electron or electron-phonon scattering). We use ion
irradiation to induce defects [21-24], thereby directly control-
ling the elastic-scattering rate. By tuning defect concentration,
we find rich transport behavior, going through regimes of
Mott-loffe-Regel scattering, weak localization, and variable-
range hopping. To describe our observations at intermediate
disorder strengths, we present a theoretical model generaliz-
ing results from weak localization theory from one and two
dimensions to three dimensions.

II. EXPERIMENTAL DETAILS

LaNiO; (LNO) films of width 50 nm were epitaxial}y
grown on SrTiO3; (STO) (001) single crystals (ag,p, = 3.905 A)
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by pulsed laser deposition. The films were then irradi-
ated by 6 keV He ions with four different fluences, ® =
(1,1.75,2.5,5) x 10" He cm~2. Low fluence values were
chosen to avoid extended defects [25]. During irradiation,
the beam was raster scanned to ensure lateral homogeneity.
Our work is, in part, motivated by early studies on ternary
borides where He irradiation was shown to affect transport
[26]. The He ions create point defects with a density that
increases with fluence. Helium’s nobility ensures that no extra
holes or electrons are introduced. It does induce strain that is
relieved by an increase of out-of-plane lattice constant (see the
Supplemental Material [27]), but this does not significantly
affect carrier density. The pristine and irradiated samples were
characterized by x-ray diffraction (XRD) (PANalytical X’Pert
PRO diffractometer) using Cu K« radiation. Transport prop-
erties were measured using a van der Pauw geometry and a
constant current source. To measure temperature dependence,
temperature was swept at a slow rate of 1-2 K/min with
a Lakeshore 332 temperature controller. We have performed
the same measurements on PrNiOs as well, with qualitatively
similar results.

III. RESISTIVITY

Metallic and insulating behaviors are distinguished by
the temperature dependence of resistivity. Figure 1(a) shows
resistivity vs temperature for the pristine film as well as irra-
diated samples. The pristine film as well that with the lowest
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fluence are both metallic at all temperatures. In contrast, the
sample with the largest fluence (® =5 x 10" He cm™?)
exhibits insulating behavior at all temperatures. At interme-
diate fluences, we see a clear minimum in the resistivity,
indicating a metal-insulator crossover (MIC). Here, we use
the term MIC to denote a thermal crossover where the slope
of resistivity vs temperature changes sign. We observe that the
MIC temperature increases with increasing fluence.

IV. METALLIC SIDE OF THE MIC

In a typical metal, resistivity increases with temperature
according to

Pideat(T) = po + AT". (1

The resistivity at zero temperature, pg, arises due to elastic
scattering from defects in the crystal—a measure of disorder
strength. In contrast, the temperature-dependent contribution
arises largely from inelastic electron-electron and electron-
phonon scattering [28]. In a Fermi liquid, when electron-
electron scattering is dominant, the exponent is n = 2 leading
to a characteristic quadratic behavior. The interplay of elastic
and inelastic scattering can be described in terms of the mean
free path, £, with p 21129,
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FIG. 1. (a) Resistivity vs temperatures of LNO samples with increasing irradiation fluence. Arrows mark metal-insulator crossovers
(MICs). The dashed lines are fits to data in the metallic region using Egs. (1) and (3). (b) Temperature derivative of the resistivity as a
function of temperature for the sample with a fluence ® = 2.5 x 10" He cm™2. The downturn at lower temperature represents the MIC. Red
dashed and green dotted lines are fits with pg,, = 0, which do not describe the data well. (¢) po, psa, and p(T = 0) obtained at different fluences.

(d) Extracted exponents n for different fluences.
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to increasing resistivity. This increase cannot go on indefi-
nitely as the mean free path cannot be shorter than the lattice
spacing. The regime when the mean free path is comparable to
the lattice spacing is called the Mott-Ioffe-Regel limit [30,31].
This leads to an upper bound on the resistivity, psy, which
can be thought of as arising from Heisenberg’s uncertainty
principle [30,32,33]. The overall resistivity is given by

P~ NT) = pigea(T) + Pyt - 3)

This parallel-resistor formula is well known to describe a wide
variety of metals [30].

Here, we find that nickelate films on the metallic side of
the MIC are well described by a combination of Egs. (3)
and (1). We fit the resistivity data taking pg, psat, A, and
n as fitting parameters. The obtained results are shown in
Figs. 1(c) and 1(d). In order to obtain a reasonable fit, it
is essential to include a saturation resistivity psy using the
parallel resistor formula of Eq. (3) [19]. This is brought out
in Fig. 1(b), which shows the derivative of resistivity and
the corresponding fitting curves. As shown in Fig. 1(c), the
resistivity extrapolated to zero temperature, p(0), exhibits the
typical result of parallel resistor addition. For low fluences,
when pg < psat, p(0) tracks pg. At high fluences, when py >
Psat» p(0) approaches pgy.

As shown in Fig. 1(c), po increases with fluence—
consistent with our expectation that p, is determined by the
density of defects which controls the elastic mean free path.
As the change in py may also be attributed to changing carrier
density, we compared Hall resistivity data on three samples:
(i) the pristine, (ii) ® = 1 x 10", and (iii)) ® = 1.75 x 10"
He cm~2 samples at 75 K (all three samples are metallic at this
temperature). The densities inferred from the Drude formula
[34] are 2.02, 1.40, and 1.31 (x10*?cm™?), respectively. This
shows that changes in transport are driven by changing defect
density, rather than carrier density. For example, the & =
1 x 10" (always metallic) and ® = 1.75 x 10'3 (hosting an
MIC) samples only differ by ~7% in carrier density, but by
~60% in py.

The saturation resistivity pg, is more or less independent
of fluence, in line with our expectation that pg, is an intrinsic
material property that depends on the lattice constant (and
perhaps the carrier density). Earlier studies have suggested
that pgy¢ in nickelate films is sensitive to the in-plane strain
[19] as it modifies bands near the Fermi energy [35]. In our
samples, the in-plane strain is fixed by the STO substrate and
does not vary with irradiation (see the Supplemental Material
[27]). Indeed, our pg, value is close to that seen in thick
LaNiOj; films [19].

The fluence dependence of py and pg, indicates progres-
sion towards the Mott-Ioffe-Regel limit and beyond. We find
that py exceeds pgy at a fluence of ® ~ 1.75 x 10> He cm™2.
This suggests that the elastic mean free path becomes com-
parable to the lattice spacing (we support this assertion with
further arguments below). Surprisingly, this is reflected in the
exponent n, plotted in Fig. 1(d). For low fluences, the expo-
nent is n &~ 1.6 indicating non-Fermi-liquid (NFL) behavior,
known to be present in LNO. This could possibly arise from
lattice [15], charge [16], or magnetic fluctuations [17,36]. At
large fluences with ® > 1.75 x 10" He cm™2, we find n ~
2, suggesting Fermi-liquid (FL) character. Remarkably, this

NFL-FL transition coincides with the Mott-Ioffe-Regel (MIR)
limit as suggested by pg and pg,; values. This suggests that a
large disorder concentration is required to suppress magnetic
or lattice fluctuations. NFL character in the nickelates and in
heterostructures has seen a surge of interest with many recent
experimental studies [19,37,38]. Our results suggest that this
behavior can be tuned by disorder concentration and, indeed,
vanishes in the MIR limit.

V. INSULATING SIDE OF THE MIC

Having discussed the MIC seen at intermediate fluence
values (& = 1.75 x 10" and 2.5 x 10" He cm~2), we char-
acterize the insulating side of the crossover. In three di-
mensions, a threshold disorder strength is required to bring
about Anderson localization. Below this threshold, quantum
interference effects may increase resistivity [39,40]. We argue
that this “weak localization” phenomenon is the underlying
reason behind the minimum in resistivity at the MIC. On
the insulating side, assuming diffusive transport and long
inelastic-scattering times, we show that resistivity can be
described by (see the Supplemental Material [27])

o(T) = p(0) — aT"* + BT" — y T2, )

where «, B, and y are coefficients related to the ratio of
inelastic and elastic mean free paths, ¢, /.,
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In Fig. 2(a), the resistivity is shown with the best fit to Eq. (4).

We obtain an excellent fit for our data with n = 1.5,
indicating that the inelastic-scattering process is dominated
by electron-electron interactions. In a clean metal, electron-
electron interactions lead to £, o< T2 [28,41]. However,
disorder scattering in three dimensions modifies this to £;, o
T3/ [42-44]. In contrast, electron-phonon scattering gives
rise to £, o< T3 [45].

The ratio ¢;, /€. of Eq. (5), obtained from best fit parame-
ters, is shown in Fig. 2(b). The increase of He fluence from
® =175 x 10" to 2.5 x 10"° He cm~? increases defect
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FIG. 2. (a) Increase of resistivity on the insulating side of the
MIC, with a fit to Eq. (4). (b) A log-log plot of the ratio of mean free
paths, obtained from the fitting parameters using Eq. (5).
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FIG. 3. (a) Magnetoresistance ({R(H) — R(0)}/R(0)) vs field in
the LNO sample irradiated with fluence 2.5 x 10'> He cm™2 at dif-
ferent temperatures. (b) Fractional increase in magnetoconductivity
(Ao (%) = {o(B) — 0(0)}/0(0)) vs the square of the magnetic field.
The inset shows the fitting parameter A (units 10~ T~2) as a function
of temperature.

concentration, thereby decreasing £, and increasing i, /..
The obtained ratio ¢;,/f. allows us to make quantitative
statements about approaching the MIR limit. For instance, in
the sample with ® = 2.5 x 10" He cm™2 with temperature
~3 K, we find ¢;,/f. = 100 as shown in Fig. 2(b). In this
temperature range, the inelastic mean free path (¢;,) for an
LNO film is known to be approximately 40 nm [18,46].
Therefore, the elastic mean free path (£.) is as short as 4 A,
close to the LNO lattice constant 3.83 A. This confirms that
the film is indeed at the MIR limit. From the large value of
Lin/€., we also deduce that inelastic-scattering processes are
weak at low temperatures. This leads to long coherence times,
while transport remains diffusive as elastic scattering is not
strong enough to localize carriers. This allows for quantum in-
terference effects captured by our weak localization analysis.

To further characterize the insulating side of the MIC,
we present magnetotransport data. Figure 3(a) shows mag-
netoresistance (MR) at different temperatures for the sample
irradiated with fluence ® = 2.5 x 10> He cm™2. From the

above discussion, this sample is expected to be close to the
MIR limit. Resistance decreases with B, the applied magnetic
field, as time-reversal breaking disrupts quantum interference
effects that are responsible for weak localization. In our
samples that lie in the MIR regime, the elastic mean free
path is a few angstroms. The magnetic length, however, is
£g ~ 26/4/B (T) nm, which is always much greater than ¢,.
In this regime, with £z > /€ ¢;,, the magnetoconductivity
scales as [47]

o1 2D () (2o

where m* is the electron effective mass and t, = € /vF is the
elastic relaxation time. Our data are in good agreement with
this form as shown in Fig. 3(b); we see that B scaling persists
over a large field range, up to 5 T. Moreover, the fitting param-
eter A in Fig. 3(b) decreases with the increase of temperature.
This is consistent with Eq. (6) as the ratio ¢;,/£, decreases
with temperature [see Fig. 2(b)]. The magnetoconductivity of
the sample irradiated with fluence ® = 1.75 x 10" He cm 2
also shows B2 scaling, as do our irradiated PrNiO3 samples
(see the Supplemental Material [27]). In pristine LNO, with a
field of several tesla, the magnetoconductivity scales as B'/?
as the mean free path is longer than the magnetic length [46].
The observation of B behavior in our samples provides strong
evidence for 3D weak localization. In earlier studies, this
behavior was only seen for B < 1 T [48] as it is only expected
to hold for B « B, = (hc/e)/(£inl.). We see this regime for a
larger field range as the ultrashort elastic mean free path leads
to a large B, value.

VI. INSULATING SAMPLES

Having discussed both sides of the MIC seen at intermedi-
ate fluence, we discuss the sample with highest fluence, ® =
5 x 10" He cm~2 [see Fig. 1(a)]. This shows insulating be-
havior at all temperatures. With high disorder concentration,
we expect electrons to be Anderson localized. Transport can
only occur via hopping between localized states that are well
separated in position and energy, equivalent to a percolation
process [49]. In this scenario, resistivity follows the variable
range hopping (VRH) paradigm [50], with

p(T) = Cexp(Ty/T)"/ !, 7

where d is the number of spatial dimensions. Tj is a constant
that depends on both the density of localized states and the
spatial decay profiles of wave functions. Figure 4 shows our
resistivity data with a fit to Eq. (7) with d = 3. We obtain a
good fit from 10 to 100 K. Earlier studies on ultrathin LNO
films that are insulating have shown good agreement with
VRH behavior, described by Eq. (7) with d = 2 [18,51]. The
two-dimensionality arises from lateral confinement [52,53].
Here, as our film thickness is 50 nm, much greater than the
mean free path, we find three-dimensional character.

VII. DISCUSSION

We have studied transport in nickelate films, with tunable
disorder. With irradiation as a tuning knob, we see (i) a metal-
lic phase in the clean regime, (ii) metal-insulator crossovers
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FIG. 4. Logarithm of resistivity vs T~/ for the sample irradi-
ated with fluence 5 x 10'> He cm~2. The black line is a fit to the data
between 10 and 100 K.

for intermediate disorder, and (iii) insulating behavior for
high disorder. Our results in LaNiO3z are robust, with the
same qualitative results occurring in irradiated PrNiOs; [54]
(see the Supplemental Material [27]). They can be compared
with earlier studies on the nickelates using various tuning
parameters: electric fields [55], oxygen vacancies [15], strain
[19], and film thickness [18,56]. We argue that irradiation
provides a superior tuning knob as it changes only the elastic
mean free path, without strongly affecting carrier density,
dimensionality, or band energies (see the Supplemental Ma-
terial [27]). It is also highly suitable for practical applications
as it is chip-technology compatible and can be adapted for

large-scale production. Previous studies have shown that ir-
radiation can affect transport in nickelate films [57-59]. Our
study builds on these by demonstrating the full range of
localization phenomena in three dimensions.

Irradiated nickelates open a new window for the study
of Anderson localization, as they allow for a clean handle
on the mean free path. In particular, the following exciting
question arises: Can we detect a “mobility edge” [60,61]
in a solid-state system? In our samples with intermediate
disorder, a new temperature scale (associated with the MIC)
emerges. Measurements such as optical conductivity could
reveal whether this is correlated with a mobility edge in the
electronic spectrum. Such measurements are of great interest
in the context of recent ultracold-atom experiments [62,63].
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